
1

S62495 - Advances in Optimization AI
Alex Fender Ph.D. | GTC 2024



2

• Latest on cuOpt Vehicle Routing 

• cuOpt AI agent concept

• Accelerating Mathematical Optimization

Agenda
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NVIDIA cuOpt
Accelerated Optimization Engine

Vehicle routing optimization with world’s best planning

Dynamic re-planning in near real time

Supports the largest problems with GPU acceleration 
(>15k tasks at once)

Multi constraint, multi objective 
Hundreds of problem variants



4NVIDIA CONFIDENTIAL. DO NOT DISTRIBUTE.

The cuOpt journey

H1 2021 2022 2024+H2 2021 2023

C++ solver
Outperforms CPU solvers on public 

benchmarks 

2024+
Breaks world record in single depot VRP
Accelerate mathematical optimization

Agent/Co-Pilot

Microservice
Breaks world records in Pick-up and Delivery

Isaac and Omniverse connection
Intralogistics use cases

 

Python SDK
Early Access with 300 companies
Optimized for last mile deliveries Cloud API

Managed and Self-hosted
Service EA with 10 customers
Field force dispatch use cases
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Managed by NVIDIA

Now available as an API
Managed or Self-hosted

Self-Host

cuOpt

Containerized 
microservice

Customer Routing App

cuOpt Reference 
client

Metering 

cuOpt Result

Request
OR

cuOpt  Backend

cuOpt

Optimization

API performance profile
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Performance
Optimize in seconds

• Comparing to the World's Best Known Solutions (BKS)

• Hierarchical objective, minimize:
• number of vehicles: BKS found in seconds
• total distance: displayed for various problem sizes

cuOpt finds the best number of vehicle in all cases

cuOpt times include finding the world’s best number of 
vehicles
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World’s best routes
23 world records on Gehring&Homberger and Li&Lim

71 days, + .01%442 days, +.22%
Veeroute 05/2023NVIDIA 03/2023

4 days, +0.30%
Otimo 05/2023

256 days, +0.31%
NVIDIA 02/2024

Route arc present in
■ both solutions   ■ only in previous solution   ■ only in new solution Best solutions and datasets available on SINTEF

Viz credit: combopt.org

lr1_10_6 : 4 world record claimed YoY, +.85% compounded improvement
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Mathematical Optimization
GPU acceleration
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Mathematical Optimization

• Optimize an objective function subject to constraints

• Decision Variables (X1, X2, …): Quantities to 
determine (e.g., production levels).

• Objective Function (Z): The function to optimize (e.g., 
maximize profit).

• Constraints (Ax ≤ b): Linear inequalities that limit the 
decisions (e.g., resource availability).

• GPU can accelerate LP, enabling more efficient and 
faster optimization at scale

Linear Programming

YassineMrabet CC BY 3.0
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GPU acceleration of Linear Programming

GPU: NVIDIA H100-HBM3
CPU: AMD EPYC 7313P - 16 Cores @ 3.0GHz
Tolerance : 1e-3

Comparison against Commercial LP on selected instances of Mittleman’s Benchmark
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cuOpt acceleration compared to state-of the-art CPU LP (higher is better)
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NVIDIA cuOpt Linear Programming Solver
Comparison against Commercial LP solvers on Mittleman’s Benchmark
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Time Comparison, cuOpt with state-of the-art solvers (lower is better)

cuOpt LP Commercial LP Freeware LP

GPU: NVIDIA H100-HBM3
CPU: AMD EPYC 7313P - 16 Cores @ 3.0GHz
Tolerance : 1e-3

https://plato.asu.edu/ftp/lpfeas.html
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cuOpt AI Agent
Concept
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Nemo Retriever Zoom

cuOpt Agent 
microservice

User

Tool request

Query

Enterprise 
data retrieval Vector DB

Different 
modalities

Legen
dLLM Model based fine 
tunable  Microservice

Execution Engine 
Microservice

Data Microservice
(DB/VectorDB)

Legend

Response

cuOpt Agent microservice

Query / SubQuery

Nemo Retriever 

cuOpt 
context

Coder

cuOpt code

Safeguard

cuOpt code

cuOpt 
Microservice

Translator
cuOpt output

cuOpt API

Response

Enterprise data

cuOpt agent concept
LLM-based framework
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cuOpt agent concept
LP modeling example conversationcuOpt cuOpt
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Try cuOpt today!

• cuOpt combines world’s best accuracy, speed, and scale for multi 
constrained routing problems

• Early signs that GPUs accelerate mathematical optimization

• LLMs help model operations and facilitate optimization software 
adoption

• Play with the cuOpt service API on API catalog for free

• cuOpt is in NVIDIA AI Enterprise, deploy it as a managed service or 
self host

Free option, enterprise version, managed or self-
hosted

https://catalog.ngc.nvidia.com/orgs/nvidia/teams/ai-foundation/models/cuopt
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